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V Semester B.Sc. Honours in Mathematics Degree
(C.B.C.S.S. - O.B.E. — Regular) Examination, November 2023
(2021 Admission)
5B21 BMH : ADVANCED LINEAR ALGEBRA

Time : 3 Hours Max. Marks : 60
SECTION — A

Answer any 4 questions out of 5 questions. Each question carries 1 mark. (4x1=4)

1. Define eigenvalue of a square matrix.

3 B : 7 -15
2. Find the characteristic polynomial of A = e
3. State spectral theorem for symmetric matrices.

4. Prove that any projection is idempotent.

Ay o . 2 4 . |
5. Find the Hermitian conjugate of A= | | > o 2711
3 1+2i 4-9i]
SECTION - B

Answer any 6 questions out of 9 questions. Each question carries 2 marks. (6x2=12)

[4 0 4]
6. Find the eigenvaluesof A= (0 4 4|
4 4 8|
7. Prove that the determinant of an n x n matrix A is equal to the product of

eigenvalues.

8. With the usual inner product on 24, prove that the vectors x = (1, -1, 2, 0)7 and
y = (-1, 1,1, 4)T are orthogonal.

P.T.O.
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9. State and prove generalised Pythagoras theorem.

10. Prove that trarispose of an orthogonal matrix is orthogonal.

12. Let V=mp3 be an inner
e product space = Li
andw = (1,0, 1)7. Find §. Pace and S = Lin{u, w}, where y = (1, 2:=1)7

r b .
14. Prove that v, = —1—{1" v, = i_(l
i V2|1

form an orthonormal basis of B2

SECTION-C

Answe i '
rany 8 questions out of 12 questions. Each question carries 4 marks (8x4=32)

. v r 1

15. Find the eigenvalues and the eigenvectors for the matrix | e ||-
L3 2]

16. Prove that an n x N matrix A is diagonalisable jf and o

Independent eigenvectors. nly if it has n linearly

17. Diagonalise the matrixA=|| 4 B I|
=123

18. State and prove Cauchy Schwarz inequality.

pairwise orthogonal and
Is & linearly independent set of vectors.

(v
of R* spanned by the vectors v, = 0 | v, = || < || AR Ve | 1|
|1 1 el
o] (1] M
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21. Suppose U and W are subspaces of a vector space. Prove that sum of U and
W is direct if and only if every vector z in the sum can be written uniquely as

z=u+w,whereue Uandwe W,
22. Suppose that A is an m x n real matrix. Prove that R(A)" = N(AT).

23. Suppose, A is an m x n real matrix of rank n. Prove that the matrix P = A(ATA)'AT
represents the orthogonal projection of ™ on to the range R(A) of A.

24. Prove that an n x n matrix P is unitary if and only if the columns of P are an
orthonormal basis of ",

25. State and prove spectral decomposition theorem.

: [E,, ifi=] .
26. Suppose E, E,, E, are three matrices such that EE,; = { o ifixf fori=1,2,3.
3 0, "

Prove that (o,,E, + o,E, + o,E,)" = ofE, + 05E, + 03E, for any positive integer
nand oy, ¢, 0, € X,

SECTION -D

Answer any 2 questions out of 4 questions. Each question carries 6 marks. (2x6=12)

27. Prove that eigenvectors corresponding to different eigenvalues are linearly

independent.
[7 0 9
28. Orthogonally diagonalise the matrix A= 0 2 0|.
L9 07

29. Let V be a finite dimensional inner product space and S be any subspace of V.
Prove thatV =S8 & S~

[2 1+ 0]
30. Find the spectral decomposition of the matrix A = ‘ 1-i 3 0. Deduce the
0 0 5]

spectral decomposition of A% and use it to find the matrix A%.




