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PART ~A
{Ehort Answer)

Answer ail & questions. {Gx1=6)
1. What do you mean by parameier ?

2. Write the probability density function of F-distribution.

3. Define estimator.

4. Wrile ary two properiies of maximum likelihood sstimation.

5. What do you mean by coniidence intervai ?

6. Deafine interval estimation.

PART - R
{Short essay)

Answer any 7 guestions. (Tx2=14}
7. Define chi-square distribution with one degress of fresdom. Obiain its mean.

8. Define sampling distribution.

9. Explain the concept of efficiency.
10. Btate the properties of moment estimaiors.
1. Show that X is unblased estimate of population mzan when x foliows Ni i, o}
12. Explain the method of minimum variance.
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13. Arandomn sample of size 15 from a normal population gives X =3.2and 82 =4.24,
Determine the 80% confidence limits for 62,

14, 150 heads and 250 tails rasulted from 400 to3ses of a coin. Find 50% confidence
interval for the probability of head.

15. Obtain the 99% confidence intervatl for the difference of means of two normal
populations N (u1, o1) and N {12, 02}, when o1, 62 is known,

PART -G
(Essay)
Answer any 4 guestions. (4x4=16)
16. Defing { distribution and obiain s mean.
17. Establish the relationship between students i, chi-sguare and F-statistic.

18. finis consistent estimator of 8, then show that tnZ is aiso 2 consistent estimator
of 82,

19. Show that sample mean is sufficient for m when x follows poison distribution
with parameter m.

20. Estimate p in a sampling from binomial population with parameter n and p. by
the method of moments.

21. Find moment generating function of chi - square distribulion. Also state and
prove the additive property of chi-square distribution,

PART-D
{Long Essay)
Answer any 2 questicns. {(2xB=12}

22. Derive sampling distribution of the sample variance when samples are taken
from N(u, o).

23. Find the maximum likelihood estimates of the parameters in N{u, o).
24. Derive the confidence interval for the parameter i of poison distribution.

25. Let Xy, %o, ey X, DE 2 random sample of n observations from N(G, 0). Find
Fisher measure of information in estimating ©.




